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Abstract Small-scale unmanned aerial vehicles (UAVs)
are an emerging research area and have been recently demon-
strated in many applications including disaster response
management, construction site monitoring and wide area sur-
veillance where multiple UAVs impose various benefits. In
this work we present a system composed of multiple net-
worked UAVs for autonomously monitoring a wide area
scenario. Each UAV is able to follow waypoints and cap-
ture high-resolution images. In order to overcome the strong
resource limitations we implement an incremental approach
for generating an orthographic mosaic from the individual
images. Captured images are pre-processed on-board, anno-
tated with other sensor data and transferred by a prioritized
transmission scheme. The ultimate goal of our approach is
to generate an overview mosaic as fast as possible and to
improve its quality over time. The mosaicking exploits posi-
tion and orientation data of the UAV to compute rough image
projections which are incrementally refined by scene struc-
ture analysis when more image data is available. We evaluate
our incremental mosaicking in the strongly resource limited
UAV network composed of up to three concurrently flying
UAVs. Our results are compared to state-of-the-art mosaick-
ing methods and show a unique performance in our dedicated
application scenarios.
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1 Introduction

There are many applications which require an overview in our
publiclife. In some aspects aerial photography from airplanes
satisfies such requests, but often more details, more recent
views or different perspectives of scenes are requested.

Among such ambitious scenarios we find the monitor-
ing of large construction sites where frequent flights and
many different view points allow a detailed progress moni-
toring. In sensitive situations during response management
after severe disasters we cannot resort to existing cameras or
(communication) infrastructures. Areas may be restricted or
inaccessible for manned vehicles. But an overview mosaic
generated from individual images is required virtually in an
instant to successfully complete required missions.

In our main use case of emergency and disaster response
the overall goal is to build overview mosaics from large
unknown areas quickly. We employ multiple small-scale
quad-rotor unmanned aerial vehicles (UAVs) that are able to
vertically take-off and land (VTOL) concurrently to improve
the time of coverage.

The usage of such easy to operate autonomous aerial
sensing platforms since human resources are limited in emer-
gency situations. The coordination of the UAVs, the data
transmission and the quick and efficient overview mosaic
generation is still an open topic in many state-of-the-art
image processing methods. To successfully transmit, mosaic
and merge high resolution images, we propose an incremen-
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tal image processing and mosaicking where we are able to
increase the mosaic quality over time.

1.1 UAV system

Small-scale UAV platforms have been introduced in the past
by companies such as Ascending Technologies! or Micro-
drones.” They offer battery powered devices with different
control and sensing capabilities. With a take-off weight
between one and five kilograms the UAVs can still carry
sufficient payloads such as high resolution cameras and oper-
ate for 12—45 min. The presented system is designed to be
deployed on any kind of small-scale UAV platform consid-
ering adaptations to UAV specific commands. Our UAVs
incorporate two processing units with various sensors, such
as inertial measurement unit or global navigation systems,
and at least one camera.

1.2 Contribution

The contribution of this work covers the resource aware
and incremental improvement of an overview mosaic from
high resolution images transmitted via an aerial network
from small scale UAVs. This approach fills the gap between
panorama mosaics and expensive full 3D reconstructions by
delivering results in an increasing quality in a very short time.
Therefore the flight routes are optimized to reduce redun-
dant data, such as overlap between images, which ends up in
a challenge for the mosaicking approach, that is addressed
here.

1.3 Outline

The remainder of this article provides details on the deployed
UAV systemin Sect. 3 after discussing related work in Sect. 2.
Firstin Sect. 4.1 we present the prioritized image transfer and
second the incremental registration in Sect. 4.2. Section 5
evaluates real world case studies and Sect. 6 concludes this
work.

2 Related work

In recent times, aerial photogrammetry technologies
expanded to higher altitudes such as satellites that provide
already high resolution photos of the earth surface, unfortu-
nately in no-real-time. Typically, individual images are taken
from a single airplane and processed offline after landing. We
studied related works of (aerial) camera networks and online

! http://www.asctec.de/ last visited November 2013.
2 http://microdrones.com/ last visited April 2013.
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mosaicking for wide area application which has been rarely
investigated before. In the work of Akyildiz et al. [2] wireless
sensor networks built from off-the-shelf cameras are able to
ubiquitously retrieve video and still images from the environ-
ment. A clear trend is to use state-of-the-art communication
interfaces within camera networks with all their advantages
and drawbacks. The evolution reaches from single cameras
on UAVs flying at high altitude (e.g, [1,9]) to networks
of cameras also deployed at low altitudes (e.g, [12,23]).
When live data streaming is necessary UAV camera net-
works require more complex and active communication links
to transmit the sensed data. To achieve live updated images
after severe disasters the work of Prattet al. [21] presents indi-
vidually and manually steered UAVSs to transmit live images
from the scene.

Moreover, in the project AggieAir [11] two separated
network architectures are employed. One link is used for
control data such as manual steering and the other one is
utilized for the transmission of sensed data with higher band-
width. Besides the networking challenges, most of the aerial
mosaicking approaches, rely on orthogonal images from high
altitudes where the structure of the scene is negligible. On the
contrary, in the online aerial mosaic generation proposed by
Turkbeyler et al. [28] images from low altitude are treated as
orthogonal and the image transformations are estimated by
employing the homography. This results in distortions when
the covered area contains a structured scene, as explained
and compared in our previous work [30].

The recent review [10] presents an detailed overview of
UAV technologies, the available payload and consequent
fields of applications. In other domains, such as underwa-
ter mapping, unmanned vehicles are well established [13].
Recently multiple vehicles are combined to increase their
resource efficiency and operating range. In this work we are
addressing the combination of efficient data transmission and
mosaicking from low altitudes.

3 Overview

Our system mainly deals with the response management after
severe disasters where mosaics should be generated as fast as
possible from images captured by small-scale, low-altitude
UAVs. Figure 1 shows the individual components are pre-
sented where weak points arise in a typical image processing
chain.

We investigate why an incremental strategy that consid-
ers the scene structure is potentially more successful than
traditional offline mosaicking methods.

Hence, we divide the mosaicking process into multiple
stages that reuse already processed data and present interme-
diate output mosaics after each step (Fig. 2).
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Fig. 1 Key processing steps and their associated challenges

We have designed a system that covers three main com-
ponents: First the highly mobile small-scale UAVs equipped
with various sensors and processing units; second the wire-
less communication network for control and data transmis-
sion; and third, the ground station where routes are planned,
the data is collected, processed and visualized. In Fig. 3 the
light grey arrow in the background sketches the data flow of
our process through the blocks marked in green which are
covered by this work on the application layer. On the left
side multiple user interfaces are shown. One interface allows
the operators to input their requirements. Another interface
is available for observing the results.

3.1 Mission

The main requirements for a mission are a bundle of available
resources, i.e, multiple participating heterogeneous UAVs,
the area to cover and constraints required by the application.

The user specifies the time to complete the mission and
the temporal and spatial target resolution. From these inputs,
predefined routes are generated and included as mission plan
into the mission. Hence, the route planning itself is an emerg-
ing research topic covered by other works such as Mersheeva

et al. [20]. In this work we accept already generated route
plans with dedicated picture points, which are 3D locations
in the world coordinate system, where images shall be taken.
The planned routes are sent to the UAVs via the communi-
cation network.

Figure 3 depicts two scenarios for our mosaicking sys-
tem. In our first scenario, a fire fighter practice scenario we
planned five consecutive missions by a single UAV to update
the final overview image frequently by more recent data. The
flight time of each route was about 620 s over the area of about
12,000 m2. In a second scenario three UAVs complete one
mission concurrently. The whole area of more than 45,000 m?
is covered in less than 500 s. Since, a maximum flight time
of any of our UAVs in one mission is not allowed to exceed
840 s. After completing a flight each UAV autonomously
lands and stays active to complete unfinished tasks.

3.2 Networking

In wide area scenarios we cannot rely on an existing com-
munication infrastructure with sufficient bandwidth available
for transmitting high resolution images. The typical period
between capturing images is about 10—15 s on an individual
UAV. But the amount of raw data exceeds more than 10 MB
per image and we have multiple UAVs in operation con-
currently. Because of the limited resources on the UAV and
requirement of online mosaicking an efficient strategy needs
to be realized to process and transmit the captured data.

We utilize a wireless LAN infrastructure based on
IEEE 802.11a at 5 GHz with three antennas attached in mul-
tiple input and multiple output mode (MIMO). The antenna
setup is optimized to emphasize on best connectivity, even
during motion and tilt of the UAV [31]. Extensive tests have
shown that the deployment of elected off-the-shelf wireless
LAN components deliver a stable communication within the
proposed scenario, but with limited rates. There the max-

Mission Planning

L

Mission
Control

Ground Station

UAV 3

Fig. 2 Our system is composed by the small scale UAVs, the communication network and the ground station with its GUI
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Fig. 3 The planned routes for the single UAV scenario (above) and the
multi-UAV scenario (below)

imum achievable data rate is 54 Mbit/s in close regions.
For independence of any existing wireless infrastructure, we
deploy our own wireless base station and mount it at an
exposed position to increase network coverage and reliability.

Due to bandwidth limitations and variations the transmis-
sion of complete high-resolution images is time consuming.
Limitations emerge from the scenario requirements of cov-
ering a wide area in a very short time. Bandwidth limitations
result from non-existing infrastructures, long distances or
occlusions due to the scene structure. On the other hand,
variations in the available bandwidth also occur due to the
dynamics in the mission. If UAVs fly along their routes they
interfere each other depending on their distance and location
to the ground station.

3.3 Imaging

On our small-scale UAVs we utilize high resolution cameras
for RGB still images, such as lightweight off-the-shelf digital
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consumer cameras with resolutions up to 12 megapixels and
remote control capabilities. The cameras are mounted on our
adaptive camera mount which is stabilized and able to adjust
its view angle. This camera is directly connected via USB to
the onboard processing unit, an Intel® Atom™ embedded
unit for controlling of the capture settings and triggering the
shutter.

The image processing on-board the UAV is implemented
using shell and Python scripts and the Kakadu JPEG2000
library® while mathematical operations are implemented
utilizing different libraries, such as approximate nearest
neighbors (ANN) [4], basic linear algebra subprograms
(BLAS) [5] and the linear algebra package (LAPACK) [3].
During our demonstrations we have deployed one Pentax
A40 RGB compact camera with 12 megapixel resolution
and modified Canon PowerShot S80 compact cameras with
8 megapixel.

4 Efficient overview image generation

For efficient and resource aware mosaicking we pre-process
and annotate images with meta-data already on the UAV. This
data is transmitted for immediate presentation to the ground
station where it is merged to an initial mosaic. The trans-
mission is based on data prioritization to transfer important
data first in limited bandwidth scenarios. Already processed
results from previous mosaics are integrated to reduce over-
all processing effort only to fresh data. According to our
assumptions to have further image resolutions or structure
data available we aim for improving the quality over time.
Fresh image data is defined to be either images of uncov-
ered areas that are not transmitted before or higher resolution
representations of already covered areas. Basically three indi-
vidual steps in our incremental mosaicking are considered for
quality improvement:

A Meta-data based mosaic is generated by simple image
placement using only meta-data, such as UAV positions
t., orientations R, and intrinsic camera parameters K.

Feature based mosaicking is executed with feature extrac-
tion and registration of images by a similarity transfor-
mation if an immediate improvement is required by the
application. We are reducing the overlapping image areas
already during planning to reduce redundant data during
transmission. This reduces the quality but is efficient as
first part of the image-data based mosaicking.

Structure based mosaicking is the last leap of improvement
when employing the structure analysis of the scene. A
sparse 3D model is constructed from the extracted key-

3 Kakadu JPEG2000 Encoder, http://www.kakadusoftware.com; last
visited on April 2nd 2013.
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Fig. 4 This block chart sketches the incremental mosaicking process at the base station and the principle blocks on each UAV

points X; and we estimate a common projection plane
within this 3D structure. Images are mapped on to this
common ground plane, which concludes the image-data
based mosaicking.

On the ground station the pre-processed data from the UAVs
is collected and images are placed in their available resolution
representation immediately on the mosaic.

o-|

Common ways to compute image transformations T; in
Eq. 1 for an individual image I; are (a) the direct geometric
projection from the camera extrinsic and intrinsic parameters
Tcam,» or (b) the more time consuming estimation based on
the image data known as image registration. The transforma-
tion function f from described in Sect. 4.2. The image-data
based mosaicking Timage, is applied if sufficientimage data is
available or the individual images are available with a better
quality measured by gimage, later elaborated in Eq. 5. Typi-
cally, we define the threshold y = 0.5 but this parameter is a
function of the application constraints. y should be increased
if a higher quality is preferred.

In Fig. 4 the basic processing blocks and layers of our
mosaicking are presented. On the left the internal sensing
units on the UAV platform encode data and transmit it to the
base station. Data is collected and organized with already
processed data in the buffer. In the computation layer the
different processing stages are covered while the presenta-

Tcami = f(tc‘a Rc» Kc)
Timagei = f(Tcam,- » Xi)

if Jimage <V,
if Gimage = V-

ey

tion layer executes the image transformations and provides
different quality levels of mosaics. Apparently, these outputs
depend on the achieved computation results.

Immediately, after receiving image data it is directly pre-
sented as meta-data based mosaic through the presentation
layer. Based on these transformations neighboring and over-
lapping images are determined for further processing steps.
An improved mosaic can be generated by registering images
if the available resolution of the received image is sufficient.
In the last improvement stage the extracted features are input
to the structure estimation and can provide a final mosaic
which considers image transformations computed from the
3D scene structure.

4.1 Prioritized image transfer

In wide area scenarios, such as disaster scenarios we cannot
rely on an existing infrastructure with sufficient bandwidth
available for transmitting high resolution images. Through-
out the mission multiple UAVs capture more and more
images. The typical period between capturing images is about
10-15 s. But the amount of raw data exceeds more than
10 MB per image which is challenging to transmit. The lim-
ited resources on the UAV require an efficient strategy to
process and transmit the captured data.

On the UAV images or fragments of images are prioritized
before transmission according to their forecast benefit to the
whole overview mosaic. Basically, data from newly explored
areas, which can be a complete image or a rectangular frag-
ment of one image, has the highest priority and should be

@ Springer
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Fig. 5 Data separation of two overlapping images. The highest priority
is assigned to new data with low resolution. The complete images are
scheduled in higher resolutions later for transmission

transferred immediately. The route and coverage planning
divides the total area into a grid of elements Gy of a square
of the size g2. For scenarios of an area to cover of dozens
of hectares the planning component prefer grid elements of
a dimension of g = 5m. This dimension is the smallest unit
and is application specific because it has an impact on the
computational effort [22].

For efficient scheduling we split the image to patches
according to the grid size. By the meta-data of the UAV
we are able to determine if one grid element is visible in
the image completely or which portions of the image share
the covered area. The highest priorities for new images are
assigned according to the number of grid elements Ng newly
covered and not contained by any other image on this UAV.
Individual fragments G, of the size g2 are scheduled by the
priority py, for each image I;. The priorities are related to
the number of participating images covering the same area
beforehand and the total number of images N, Eq. 2. If more
than 50 % of the whole image area A(I) is newly covered,
the whole image is considered. This is defined by py in Eq. 3.

pi; =N = [{Li|Gy € A0} )
Ady)
7

= pi 3)
i=0

We have developed a scheduling scheme that orders the
priorities of image data and utilizes region of interest (ROI)
encoding before transmission. On each UAV it considers the
UAVs meta-data and already transmitted image data. In Fig. 5
an example of two overlapping images is presented where
image I, is captured first. It covers only new areas it is com-
pletely scheduled with a high priority. The image area is
not cropped but scheduled at a low resolution, sketched by
the larger grid. For image registration on the ground station
higher resolutions are required. Thus, the remaining image
data in higher resolutions is scheduled for transmission with
a lower priority later.

@ Springer

The second image I, is captured a few seconds later. The
data of the newly covered area is determined by the meta-data
projection and is scheduled with the highest priority again.
Redundant areas are mainly required for the image registra-
tion but are not essential for the quick output generation.

The described assignment of different priorities a-priori
can be efficiently mixed in one image. For example, impor-
tant regions within one image are encoded with a higher bit
rate than already covered areas from other images [6].

4.1.1 Progressive image encoding

In our approach we exploit JPEG2000 motivated by the work
of Frescura et al. [15] who presented a wireless network with
JPEG2000 image transmission. JPEG2000 encoding serves
various features such as ROI encoding, resolution or layer
progressive encoding, and tiling. Images are split into lower
resolution representations during the encoding of high res-
olution still images with JPEG2000. In progressive image
encoding the number of intermediate resolutions or quality
levels is defined by the applied method and the size of each
image. In JPEG2000 encoding we can arbitrarily define the
number of quality layers. The lowest resolution representa-
tion in the lowest quality is allocated at the beginning of the
JPEG2000 stream followed by the remaining resolutions. In
general the packets of one JPEG2000 image can be inter-
leaved by four different ways, i.e, ordered by resolution (R),
position (P), component (C), or in layers (L). The primary
selector employed in this work is the resolution resulting in
a progression order denoted as RLCP.

Each image is received at the ground station at a reso-
lution «; and validated against the resolution requests for
the image-data based mosaicking. If «; is within the interval
[kr, ky] it is included to the current patch for image regis-
tration. This interval is application specific and depends on
the timing and resolution constraints of the applications. We
allow to constrain two parameters: (a) the target resolution
which directly represents the value xy and (b) the penalty
from pe = [0.0, 1.0] of not achieving the target resolution.
This penalty defines the relation of k7, to ky as k; = pe-ky.
The maximum resolution of the full sized image is denoted
as xr. In typical disaster response scenarios we define kg
to be 800 px. On the base station the received resolutions
are evaluated to a resolution quality, to decide if one image is
included into the image-data based mosaicking or just placed
by its meta-data.

0 ifkr < kg,
1 kr—kp if —
dres = Y 2 ky—«y1 Lk <=kKu, @)
Ly Ki—ew
3+ 5= ifk; > ky.

When receiving the JPEG2000 bit stream, image frag-
ments are concatenated to decode the data. The image



Resource aware and incremental mosaics of wide...

Transport queues

Full size on each vehicle
Layer L, P=gq B;?cklground
priority
JPEG 2000 image
Layer L, P=3
P=2
0 Byt
yie s P=1
Meta data M: Status + Higchest
‘il Projection T p=0 8N
Initial Projection L' ¢cam priority

Fig. 6 One single image split into layers containing different res-
olutions of one image that are en-queued in prioritized queues for
transmission

resolution layers are decomposed to determine the maximum
image resolution for the mosaicking and visualization. The
benefit of this resolution is represented by resolution quality
qres in Eq. 4.

If the current resolution is less than «; the quality rep-
resentative ¢g,., = 0. Such images are not eligible for the
image-data based registration and are only placed by their
meta-data transformation Tc,p,.

4.1.2 Application layer scheduling

Basically, images are split into fragments and prioritized
according to their resolution and qualities. In our previous
work [29] we evaluated the fair use of the available band-
width. On each UAV the images are progressively encoded by
JPEG2000 and buffered. The initial priorities for the whole
image pr and for regions p,2 in the image are processed
by the JPEG2000 resolution layer encoding. Thus, each
encoded resolution layer represents the resolution related to
the assigned priority p; = pll’(‘—; and is enqueued for trans-
mission.

The highest priority is assigned to image fragments of
the lowest resolutions and uncovered regions, determined
earlier in Eq. 2. Image fragments of the next higher resolution
and lower priority are attached to the second highest priority
queue as demonstrated in Fig. 6. The first packet is denoted
as layer Lg and includes the basic image data combined with
all JPEG2000 headers and the meta-data M. The meta-data
contains the rough transformation estimation T,y besides
some status information. This data is required for continuous
monitoring and immediate feedback to the global planning at
the ground station. For example, to observe uncovered areas
by inspecting the meta-data projections and to trigger a re-
planning. Since our scheduling is assigned to the application
layer it can be built on top of any transport protocol. In our
approach we are using UDP as transmission protocol because
it performs well in the utilized wireless LAN infrastructure
and is well integrated in the hardware and system components
of our UAV systems [19].

4.1.3 Prioritized transmission queues

Our transmission scheme conducts g queues with different
priorities, sketched in Fig. 6 where we distinguish between
the important data for the first mosaic and quality improve-
ments. The number of image layers / can be different for
heterogeneous UAVs and different images. The scheduling
is managed on the UAV in the manner of transmitting and
emptying higher prioritized queues, i.e, Qo and Q1, before
transmitting the remaining image layer data from lower pri-
oritized queues. If the image layer L, already contains the
minimum resolution «; the image-data based mosaicking
can be integrated. For every new image the meta-data M and
lowest resolution L is put to the highest priority queue Qy.
The data transmission of one queue element should not be
interrupted by any other transmission. However, an image
layer of a large size should not be enqueued entirely, but
divided into smaller chunks added to the same queue. By
this approach we can interrupt the transmission of lower pri-
oritized queues at any point (depending on the chunk size,
e.g, 50 kB) if a higher prioritized queue is filled meanwhile.
Otherwise, in low bandwidth scenarios the transmission of
a larger image layer would block more important data if the
transmission is stalled.

Our scheme is designed to be robust against link failures
due to limited communication range caused by obstacles,
long distances or the number of concurrently active UAVs.
Missing packets of one data chunk are optionally requested
after the transmission of the corresponding chunk. This
consolidated kind of packet re-transmissions is efficient in
wireless networks since it does not require a transmission
control in the underlying network layer and still goes well
along the JPEG2000 decompression, if single packets are
mission of one chunk.

4.2 Incremental registration

The core of the incremental mosaicking is the iterative refine-
ment of the output image by considering different kinds of
data incrementally received via our network scheduling and
by applying different mosaicking methods. This method is
sketched in Algorithm 1 which is triggered on any newly
arriving image-data. The simplest method to generate a
mosaic from this data is to compute the transformation from
averaged UAV meta-data and use a direct geometric projec-
tion. This method is initially applied to every newly incoming
image extremely quick. If the current image I; is available in
a sufficient quality for further processing it is mosaicked by
well-known image registration methods (feature extraction
and feature matching). After feature extraction on individ-
ual images, we improve the processing time by determining
neighboring images before matching images to reduce the
computational effort. The resulting image transformations
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replace the previously estimated geometric projections and
can update the mosaic by new image transformations I;.
In real non-planar scenes such image registrations result in
high distortions, already discussed in Sect. 1. Furthermore,
by re-using results from the meta-data and feature based
mosaicking such as the initial transformation and the match-
ing keypoints of all available images we are able to estimate
a rough 3D structure for further analysis. The computed 3D
structure is the base of finding a common projection plane to
further improve the image transformation. If sufficient image
data is available we end up in the estimation of improved
image transformations by limiting the considerable feature
keypoints from previous results.

Algorithm 1 Incremental mosaicking code

1: while images I, arrive do
2: if Gimage(I;) > v then

3 extract features of I;

4 determine neighbors by the meta-data M

5 match features among neighbors

6: if operator requests mosaic then

7 find similarity and apply Timage,

8 end if

9: estimate or update structure

10: find or update the common plane

11: compute image transformation on plane Timage;
12: if operator requests mosaic then

13: update mosaic with Tipage, for all images
14: end if

15: else

16: place image I; by Tcam;

17: end if

18: end while

We evaluate the projective quality g o; that is represent-
ing the spatial accuracy of the image transformation and the
image quality g,.s; for each image.

Qimage(li) = f(qproj (i), gres 1)) 5

The emphasis of each component in this evaluation
depends on the application constraints and defines where
individual images are used. Bad images are neglected later
since they will not improve the output mosaic due to high dis-
tortions. On the other hand, images that are only available in
a low resolution but with good projection quality can easily
and quickly be included into the output mosaic. In our set-
tings we have been using a distribution of %norm(qpmj) +
%norm(Qres)~

The quality gp,,; is computed from the UAV’s meta-data
and camera parameters over the photo release interval and
elaborated in Eq. 15. The other quality component g, .5 rep-
resents the image quality in terms of spatial resolution was
earlier elaborated in Eq. 4.
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sampl